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Intro: Opening the Black Box
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NMT 101: Quality



NMT training: predict the translation
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NMT key 1: words as concepts

Forcada (2017)
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spain = {2, 1, 6}



NMT key 2: all words interconnected

translation is funmachine
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NMT key 2: all words interconnected
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NMT vs SMT

EN-DE | EN-FR

Type text here:

The Budapest Prosecutor’s Office has initiated an investigation on the accident. 

Translation:

Die Budapester Staatsanwaltschaft hat ihre Ermittlungen zum Vorfall eingeleitet. 
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LLMs 101: Flexibility



LLM Training 1: predict the next word
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LLM Training 1: predict the next word
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LLM Training 1: predict the next word

Input: teach me how to bake bread

A likely output:

in a home oven
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LLM Training 1: predict the next word

Input: teach me how to bake bread

A likely output: in a home oven
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LLMs Training 2: instruction tuning

https://ogre51.medium.com/instruction-fine-tuning-of-llms-a-comprehensive-guide-e2f197e19c36
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LLMs vs NMT for translation

� Much more flexible

� Less literal translations (Raunak et al., 2023)

� Tower (Alves et al., 2024), a LLM then specialised on translation tasks,

seems the current state-of-the-art (top rank at WMT 2024)
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Post-editing



Post-editing

Post-editing (PE) compared to human translation

� Less creative translations (Guerberof and Toral, 2022)

� Lower lexical variety and higher source language interference (Toral, 2019)

� Translator’s voice partially lost (Kenny and Winters, 2020)

� Less enjoyable task, demoted (Moorkens et al., 2018)

But, in terms of errors (Koponen, 2016), post-editing

� comparable human translation. E.g., Garcia (2010)

� or even better. E.g. Plitt and Masselot (2010)
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Technology for Inspiration



Inspiration. Example 1 (Youdale, 2019)

� Use of technology to support distant reading

� Corpus tools to complement close reading

� Measure style: sentence length, repetitions...

� Better informed translations
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Inspiration. Example 2 (Kolb and Miller, 2022)

PunCAT: a tool to assist with the translation of puns

� Aims: facilitate brainstorming and provide inspiration

� Automatically translate each sense of the pun

� Allow user to explore the semantic fields of these translations
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Inspiration. What about MT? (Guerberof and Toral, 2022)

The [MT] proposal gave me an 
adjective, I wouldn't have 
thought of. 

The problem when you translate is 
that you have lots of words in your 
head but you don't know how to 
reach them. 

Carlota Gurt
literary translator and writer
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Inspiration. What about MT? (Farrell, 2022)

Survey: 86% of translators that use MT, use it for inspiration

Example

“I translate passages or sentences myself and then use the MT on the source

text to see what it comes up with, and I may adjust my translation on that

basis or indeed completely ignore the MT text. The MT never takes the lead

but can sometimes be useful as a supplement.”
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Merci de votre attention!

Antonio Toral

a.toral.ruiz@rug.nl

https://antoniotor.al/ceatl24.pdf
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